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Abstract—We discuss how collaborative clone analysis in
distributed teams can be supported by modern software-
visualization technology. We present our multi-user multi-
purpose software visualization platform SEE that is based on
the popular code-as-a-city metaphor. We discuss how clone data
can be visualized in SEE without compromising the other use
cases of SEE. Our design decisions are based on principles of
cognitive psychology, namely, the laws of Gestalt.

Index Terms—clone analysis, software visualization, virtual
and augmented reality, code cities, distributed development

I. INTRODUCTION

Code-Cities are a popular type of software visualization
that can be used in many different tasks in software devel-
opment [1]–[20]. They can also be used to support clone
analysis [21]. Clone management often requires the expertise
of many stakeholders: project managers, architects, developers
and others. That is, the results of clone detectors must be
assessed not only because they may contain false positives, but
also to make a decision on how to handle the found clones.
There may be code fragments that are deliberately duplicated
for technical (e.g., loop unrolling for the sake of run-time
optimization) or organizational reasons [22]. Because many
aspects play a role, the decision to remove or tolerate clones
is often a team effort. Such joint team efforts are impeded if
the team is not in the same location. Indeed there has been
a sustained trend towards distributed software development
long before the current pandemic situation [23]. No matter
whether other team members are working offshore or just in a
different office in the same building, if they are not physically
present in the same room, spatial gaps must be bridged. The
existing means to bridge these gaps in practice are chats, video
conferencing, and screen sharing, which have no particular
support for software visualization and are often cumbersome
to use. Moreover, the team generally needs to view the clones
in the overall context of a system. For instance, the refactoring
of clones in an old subsystem not changed for a long time
and soon to be replaced is hardly wanted. Modern software
visualization can assist in both aspects by providing an overall
context and enable remote collaboration.

Contributions: In this paper, we present our multi-user
multi-purpose software-visualization platform SEE (for Soft-
ware Engineering Experience) and show how it can be used
for collaborative investigation of software clones. SEE allows
multiple developers to work together on comprehending their
software in shared virtual worlds at the same time even if they
are not physically in the same place. The visualization is based

Fig. 1. Virtual room of a Code-City for subsystem Linux/Net with clone data

on the well known software-as-a-city metaphor and can be
used to depict a large set of metrics—including but not limited
to cloning, to view the implementation in the context of the
architecture [24], to trace its evolution, and to analyze run-time
behavior. That said, not only the Code-Cities can be viewed,
but all participants can also see and share the source code of
the visualized code entities. The users, represented as avatars
(cf. Figure 1), can see each other, discuss the relevance of the
clones via voice chat, and interact naturally with the Code-
City and its associated source code, where SEE makes sure
that they all have a consistent view no matter where they are
located and what kind of device they use (desktop, tablet, VR
hardware). SEE is therefore well suited to address the aspects
collaboration and overall context in clone management.

We discuss our design decisions on how to visualize code
clones using Code-Cities. Rather than most other existing
research on visualizing clone data (see Hamad et. al. [25]
for a recent comprehensive survey), our visualization is not
aimed at showing only clone data. Instead we discuss how
Code-Cities that are used for a general overview of software
already can be adapted to also show clone data, that is, how
the aspect of cloning can be integrated into these without
compromising their other purposes. These decisions are based
on the laws of Gestalt [26], which are a set of principles in
cognitive psychology accounting for how humans naturally
perceive objects as organized patterns.

Outline: The remainder of this paper is structured as
follows. Section II presents related research. Section III delves
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into our design decisions on how to visualize clone data in
SEE. Section IV concludes.

II. RELATED RESEARCH

Our research focuses on the visualization of software and
clone data. Based on the software-as-a-city metaphor, we
develop a visualization platform with a special emphasis on
collaboration in shared virtual worlds, remotely accessible
from different hardware devices. There are therefore different
topics of related research presented in the following. For a
comprehensive recent overview on clone visualization, we
refer to Hamad et. al. [25].

A. Code-Cities

Code cities are a visual language to express quantitative—in
other words, metrics—and hierarchical properties of software
at the same time. They can be viewed as a three-dimensional
extension of Tree-maps [27], an early attempt to visualize
both kinds of properties at once. The basic idea of Tree-
maps is to recursively subdivide a rectangular shape into
smaller nested rectangles. That is, the hierarchy is expressed
by spatial inclusion. The area of the innermost rectangles
is proportional to a selected quantitative attribute—this way
expressing a metric as a proportion of the available space.
This approach turned out to be quite advantageous (as it
allows to identify atypical patterns in a spatial context) and
quickly the idea came up to visualize an additional metric by
scaling the height of the rectangles. Due to the impression
of North American downtowns with building blocks arranged
in grids, such three-dimensional Tree-maps were called Code-
Cities [28]. Researchers quickly adopted the idea of Code-
Cities and used them—and still do so—to visualize a variety of
aspects of software [1]–[20]. By mapping colors and textures
onto the surface of the three-dimensional blocks of a Code-
City, yet another metric can be visualized in an intuitive
way [16]. Code-Cities today vary also in their layout. There
are not only different variants of Tree-map layouts but also
very different hierarchical layouts used, such as rectangle or
circle packing or the EvoStreets layout [29]. In addition to the
mapping of metrics for individual elements, a visualization of
relations between elements (e.g., cloned fragments in source-
code-files) is often also required. To visualize relations, edges
are frequently used [30]. In order to diminish the visual clutter
that can occur when visualizing a lot of edges (especially when
edges are overlapping), hierarchical edge bundles, as proposed
by Holten [31], [32], have proven suitable. Code-Cities are
not just an object of research but have also arrived in practice.
Examples of use in practice include the tools by Hello2morrow
and Serene [33] as well as SonarQube’s plug-in SoftVis3D.

B. Code-Cities in 3D Environments

With advancing technical progress in the area of virtual
reality (VR), the attempt to represent Code-Cities in VR
emerged as the next step towards a visualization that engages
a larger spectrum of human perception. Considerations in
this direction were made as early as 2000 [1], [2]. Studies

outside of computer science observed that VR might be
advantageous [34]–[37] and so researchers in the area of
software visualization hoped that these observations also apply
in visual software analytics. There are a multitude of studies
with the aim of visualizing Code-Cities in pseudo 3D (desktop
computer monitors) and VR environments: [4], [9], [10], [15],
[17], [38]–[46]—to list only a few. Some studies have shown
that head-mounted displays (HMDs) may have a positive effect
on the orientation [34] and navigation speed [47] of users. That
said, there are also studies where a positive effect could not be
found [48] or where using HMDs had only little effect [49].
These conflicting results suggest that more research is needed.

C. Collaborative Software Visualization

Co-located collaborative software visualization where peo-
ple interact with each other physically in the same place was
studied by Isenberg et al. [50], [51] and Anslow et al. [52],
[53]. The authors developed a multi-touch display mounted
onto a table that can be used by several people (primarily pairs
of users) at the same time. One of the key findings of these
studies was that working face-to-face around the table (i.e.,
sharing individual findings and communicating throughout)
was a successful way for the pairs to solve complex problems,
and that collaborative software visualization should support
multiple users. An early attempt of implementing a distributed
collaborative visualization (i.e., users do not have to be physi-
cally in the same place) in the context of software comprehen-
sion can be found in the work of Kot et al. [54]. Based on the
Quake 3 game engine, the authors developed a shared three-
dimensional world where users can view, move, and arrange
source-code files interactively. Further works in the area of
collaborative software visualization are [38], [55]–[58]—in a
broader sense also [59]. Collaborative software visualization
with focus on Code-Cities in shared virtual words was recently
studied by Zirkelbach et al. [60] and Jung et al. [19]. In both
studies users were represented as abstract avatars in the virtual
world, allowing them to perceive each other and to support
their verbal communication with a simple form of gesture.
This aspect was in particular received positively in the study
by Zirkelbach et al. [60], yet, the participants would have
preferred a more realistic, human representation.

III. DESIGN DECISIONS

In this section, we will explain and justify our design
decisions on how to adapt SEE to provide clone information.
The decisions will derive from a set of principles in cognitive
psychology accounting for how humans naturally perceive
objects as organized patterns, known as the laws of Gestalt
[26]. We are using SEE for multiple purposes beyond just
showing clone data. Code-Cities are used to support architec-
ture conformance checking, debugging, performance analysis,
as well as quality assessment in general. To support all these
use cases, it is important to maintain a human beholder’s
mental map across uses cases and to provide uniform means
to visualize data. In other words, we cannot arbitrarily change
a Code-City for another use case, but need to integrate the
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additional clone information into our existing visualization
intelligently. This goal imposes constraints that we need to
take into account in our design decisions.

We will describe those constraints first, then briefly intro-
duce the concept of Gestalt principles, and after that discuss
each principle in greater depth for Code-Cities in general and
our Code-Cities in SEE in particular.

A. Code-Cities in General

The visual language of Code-Cities in general has already
been introduced in Section II-A. The hierarchy of a program
depicted by them is often formed by syntactic nesting (e.g.,
namespaces, packages, classes, etc.), physical structures (i.e.,
files nested in directories), or class hierarchies. The leaves
of these hierarchies are generally syntactic (e.g., methods) or
physical (i.e., files) entities. They are most often represented
as blocks, such that they resemble real-world buildings in
cities, although they may also take on other shapes such
as cylinders, pyramids, etc. The kind of shape chosen may
represent the type of the entity visualized. Because nesting
is expressed by spatial inclusion, the representation of inner
nodes must be visual objects that can contain other visual
objects. The exact type of shape for inner nodes depends partly
on the automated layout. In the original Tree-maps, rectangles
were used. Circle packing and balloon layouts suggest to use
circles. The EvoStreets use streets to depict inner nodes. All of
these are essentially two-dimensional because their contained
objects should be seen, but there are also Code-City variants
where inner nodes have a three-dimensional shape such as a
transparent half sphere [61]. Relations among these entities
are visualized as edges—often hierarchically bundled.

B. Code-Cities in SEE

SEE (Software Engineering Experience) is a multi-user
multi-purpose software visualization platform built upon the
Unity game engine. The underlying data model visualized by
SEE is a hierarchical graph with attributed nodes and edges—
hierarchical means that nodes can be nested. SEE does not
make any assumptions about what nodes, edges, and attributes
represent and thus could be used to visualize anything that can
be encoded as hierarchical graph.

Graphs can be imported from GXL files, a standard file
format for exchanging arbitrary graphs that is used both in
academia and industry [62]. The nodes and edges of an
imported graph are visualized as three-dimensional blocks
(leaf nodes), two-dimensional surfaces enclosing blocks (inner
nodes), and splines connecting blocks or surfaces (edges)
that can be hierarchically bundled. The visual facets of the
blocks (width, height, depth, and color), surfaces (shape and
color), and splines (thickness, color gradient, and bundling
strategy) can be freely configured based on the node and
edge attributes. Using one of the built-in layout engines,
blocks (and thus implicitly also surfaces and splines) can
be arranged automatically. At the moment of writing, SEE
supports Circular Balloon, Circle Packing, Rectangle Packing,
Tree-map, and EvoStreets layouts.

Our envisioned users are software architects, project man-
agers, and developers who need to assess the software archi-
tecture or internal code quality, find performance bottlenecks
or debug a program as a team. They can enter a virtual room—
in which they can interact with Code-Cities—remotely using
different types of devices, namely, regular desktop computers
with 2D monitor, keyboard, and mouse, tablets with pens,
as well as VR hardware connected over the Internet. We are
currently also working on supporting AR devices. The users
can see each others as avatars and communicate via voice chat.

The different use cases, in which those team members meet,
are all supported by the same uniform means of Code-Cities.
It is important that a Code-City does not change radically
from use case to use case so as to maintain the beholders’
mental maps. That means if the users have decided to let a
particular metric determine the height of a block, for instance,
the same metric should determine this visual attribute across
all use cases. This need for consistency limits the degree of
freedom we have to integrate additional clone data. Moreover,
the input graphs in SEE typically model higher-level imple-
mentation (e.g., methods, classes, packages) or architectural
concepts (e.g., layers and components) and their relations. This
underlying logical data model and its mapping onto visual
objects should neither change from use case to use case. A
Code-City must capture the same kind of graph in a consistent
way across all use cases. That is, clone information must be
superimposed on an existing visualization of this graph.

C. Principles of Gestalt

In 1923, Wertheimer postulated six principles on how
humans group together single visual or acoustic items [26].
These principles hold independently of cultural and even
interpersonal differences [63]. This set was later extended by
other researchers. While Wertheimer originally used the terms
principles and factors to describe them, they are now often
referred to as the laws of Gestalt (Gestalt is the German
word for shape, figure, form, or outline but also exposure and
effect), although the term laws is rather overstretching their
significance. Among other aspects of cognitive psychology,
these principles should be taken into account when designing
human-computer interfaces. For instance, MacNamara has ex-
plored the effect of the Gestalt principles in VR [63], but only
for 2D GUI panels, not for true 3D objects. It is worthwhile to
consider and evaluate them also in metaphoric visualizations
such as Code-Cities. Code-Cities aim at supporting visual
analytics which leverages human visual perception and pattern
detection to facilitate reasoning. Consequently, the principles
of Gestalt need to be kept in mind when devising the details of
visualizaton to foster this visual reasoning and to avoid false
conclusions due to misconception.

In the following, we describe the original principles by
Wertheimer and additional ones observed by other researchers
relevant to our context and relate their relevance specifically
to Code-Cities. Each principle is discussed in more detail
by (1) a brief description, (2) discussion of its relevance for
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Code-Cities in general, and then (3) justification of our design
decisions on how to integrate clone data in SEE.

D. Principle of Similarity

Clones are similar code entities, thus, it is the obvious thing
to visualize them as similar objects. In fact, the principle of
similarity suggests just that. It states that similar things tend
to appear grouped together. Leaf entities in the code hierarchy
are typically represented by a solid mesh in Code-Cities.
Those meshes could be formed according to the code of these
entities. If two code entities have similar code, they would
have similar meshes. Alternatively, other visual attributes of
the representation of leaves in the code hierarchy such as
size, color, or texture could be used to let them look alike.
The similarity of inner nodes is more difficult to achieve if
they are just two-dimensional containers such as rectangles
or circles. They will at least have a line with a color and
a texture that may highlight their similarity. Yet, since the
reason for their similarity is normally the similarity of their
contained elements, the similarity in representation of these
will also implicitly suggest the similarity of the inner nodes
themselves. This can be further emphasized if the positions
of the inner elements are aligned alike such that similar inner
elements are at similar relative positions within their container.

In SEE, the user can select the type of shape for inner
nodes and leaves of the node hierarchy so the mesh of objects
is already fixed. Yet, because leaf nodes are blocks in SEE
we can use their sides to show their similarity. Drawing on
the idea of SeeSoft [64], we suggest to put the shape of the
code (possibly pretty printed to abstract from differences in
code layout) implementing an entity depicted as block on each
side. After all, it is the similarity of the code that makes them
clones (unless they are type-4 clones). In other words, we
downscale the code such that it fits into the available area of
each side. Only the sides of a block are “imprinted”, but the
block remains a block. Obviously, this idea has its limitations
for small objects with a lot of code such that the shape of the
code on the block’s size cannot be deciphered. Even though
SEE supports zooming to increase focused objects, zooming
can solve this problem at most partially because the “bigger
picture” is lost in zooming.

Likewise to the shape of objects, the user selects which
metrics determine the height, width, and depth of the objects
for leaf nodes. If they were changed just to show other
information on clones, the dimensions of the nodes may
change radically, which may effect spatial relations because
objects becoming larger must receive more space as overlap
must be avoided. Significantly sized objects (e.g., tall blocks or
large flat areas) serve as a landmark and if their sizes change
so that they can no longer be recognized, a beholder may
become disoriented. If, however, similar code entities (i.e.,
clones) have similar values for the metrics chosen to determine
the dimensions, they will also look similar. For these reasons,
the metrics determining the dimensions of the blocks should
not be changed just to show clone information.

Changes in color are less invasive and that is why many
researchers using Code-Cities adjust colors to convey more
flexible information. For the same reasons, colors are often
chosen differently in cartography to highlight different aspects
while the size and positions of objects on a map are main-
tained. So it would be acceptable to let color express clone-
specific information such as the clone rate if a Code-City in
SEE is to be used to assess cloning of a program.

We refrain from changing the positions of the objects just
to align nested similar elements to make the similarity of
their container elements more obvious as this would make a
previous mental imprint of the spatial relations useless. As we
will discuss in Section III-E, we can use edges to align similar
leaves instead, which also helps to identify similar inner nodes.

E. Principle of Uniform Connectedness

The principle of uniform connectedness states that elements
that are connected to each other by uniform visual properties
such as colors, lines, frames, or shapes are perceived as a
single unit when compared with other elements not connected
in the same manner. Frames are the typical means to visualize
inner nodes, that is, containers of other elements. It is also
common to visualize relations as lines (i.e., edges) conntecting
the related elements [30]. The problem with lines is that they
may cross other lines or objects and if there are too many of
them, they create visual clutter. Instead of explicitly connecting
the related elements with lines, one can also use colors. For
instance, Yoshimura et al. color similar files (represented as
dots) together forming a clone class by the same color rather
than connecting them by lines [65]. However, there is only
a limited number of colors humans are able to distinguish
and the same entity may even be contained in different clone
classes so that it would need to have multiple colors.

In SEE, we use edges—drawn as splines—to model code
entities sharing similar code, where edges can be bundled to
remove some of the visual clutter. The thickness of the splines
can depict a clone metric such as the size of shared code as
proposed originally by Rieger et al. [66]. The use of edges
to model and visualize relations is consistent with the use of
splines to show other code dependencies in SEE and the spline
color is reserved for the edge type. Edges can be hidden by
users on demand (e.g., by selection or by edge type) to get a
better view.

F. Principle of Common Fate

The principle of common fate states that humans tend to
perceive items moving in the same direction as being more
related than items that move in different directions or are
stationary. For instance, SEE animates the version history. All
entities deleted from one revision to the next one, sink to the
ground and fade out, whereas all new entities fade in and raise
up. Yet, this principle has relevance not only for animations
but also for hierarchical edge bundling in Code-Cities. Here,
all splines for edges staying in the same subtree of the node
hierarchy are routed through a unique control point related to
this subtree (technically, the nearest common ancestor of the
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source and target of an edge in the node hierarchy); this way,
they take on the same fate of a shared static route.

G. Principle of Proximity

According to the principle of proximity, objects that are
closer together appear to be more related than objects that
are spaced farther apart. Where objects are placed in Code-
Cities is generally decided by an automated layout algorithm,
whose optimization criteria differ based on the nature of the
layout (e.g., Tree-maps optimize the use of space) but gen-
erally do not include semantic relatedness. Yet, this principle
suggests to put related entities closer together and to spread
unrelated entities. If edges are used to describe relations,
force-directed layouts can be used to group related objects
together visually. For instance, Yoshimura et al. use a force-
directed layout algorithm to cluster similar files [65]. We
note, however, that force-directed layouts can take only those
relations into account that are explicitly represented as edges
and in general, there are many different kinds of relations
beyond just clone relations. Moreover, Code-Cities express
the hierarchy as spatial inclusion which puts an additional
constraint on the automatic layouts not to move the objects
arbitrarily: they must remain in their container.

SEE offers multiple hierarchical layouts including a force-
directed layout, which can take into account clone relations—
yet, these are generally not the only type of edge in the under-
lying dependency graph as SEE supports multiple use cases.
Moreover, users are allowed to move objects around. This way
even semantic relations not modelled explicitly as edges can
be accommodated. Once the positions are determined, they
should not change just because the Code-City is used in a
different use case, in particular, if the users have arranged the
objects. For these reasons, proximity is not used in SEE to
show clone information specifically.

H. Principle of Common Region

The principle of common region states that objects located
in the same closed region are perceived as belonging together.
It is similar to the principle of proximity, but here an ex-
plicit rendering of a region, e.g., a line enclosing objects,
is suggesting grouping; not all objects in such a region are
necessarily very close to each other. This principle is leveraged
by most Code-Cities; they generally have an explicit rendering
of regions by enclosing lines or colored planes representing
inner nodes of the node hierarchy. EvoStreets have a more
distinct approach to show inner nodes. Here the contained
objects are not visually nested in their container, but the
containers are drawn as bars in analogy to streets at which
the leaves are lined up as buildings and nested inner nodes
are drawn as orthogonal side streets. At the center is the street
representing the root of the node hierarchy. The width of the
streets decreases along with their level in the node hierarchy.
Even though the original inventors of the EvoStreets layout
[29] have not done that, all nodes with the same parent in the
node hierarchy could be easily enclosed by a rectangular line
because the branches of the node hierarchy projected onto the

plane do not overlap (unless they are nested in each other, in
which case they are fully contained) [18], [67], [68].

SEE includes different layouts with explicit regions, but also
EvoStreets in their original form. As noted in Section III-B, the
node hierarchy in SEE is given by the underlying hierarchical
dependency graph, so common explicit regions are used solely
to express the node hierarchy, not any clone information.
For the same reasons already discussed in Section III-D,
we refrain from changing existing regions for the purpose
of just highlighting clones. One could still render regions
superimposed on the existing layout chosen as suggested by
Byelas and Telea in form of their so called areas of interest
[69]. This idea could be used for leveraging the principle of
common region, for instance, for showing all objects together
forming a clone class—at least if there are not too many such
clone classes.

I. Principle of Prägnanz

The principle of prägnanz (also sometimes referred to as
the principle of good figure or the principle of simplicity; the
German word prägnanz means brief, precise, and accurate)
asserts that a set of ambiguous or complex objects is inter-
preted in the simplest way. For instance, when we look at the
Olympic logo with its six rings, we see overlapping circles
rather than an assortment of curved, connected lines. To avoid
misinterpretations because a human beholder falsely follows
this principle, most Code-Cities, including those in SEE, use
simple shapes such cuboids or cylinders to visualize leaf
nodes and rectangles or circles for inner nodes—which can
be considered prägnant—and they are placed with sufficient
space in between to avoid any overlap. SEE uses the game
engine Unity, which offers—as many other game engines—
a rendering mechanism called level of detail (LOD), which
allows to draw different variants of the same object depending
upon how much space the objects occupies in the visible area.
That is, when an object is small because it is soon from afar,
a simplified (i.e., a more abstract) shape can be used. If it is
viewed closely and occupies a larger area, additional details
can be rendered. SEE uses this mechanism to show additional
decorations, which could also be used to fade in clone data,
e.g., the miniaturized code put on the sides of a cuboid as
discussed in Section III-D.

J. Principle of Continuity

The principle of continuity predicts points that are connected
by lines are seen in a way that follows the smoothest path, that
is, are continued in their established direction. This principle
is particularly relevant for drawing edges. Suppose a cross of
lines in angles of 90 degrees can be seen. This shape can be
explained by two straight edges crossing each other on their
half way or as two bending edges in an orthogonal edge layout
whose way points happen to be at the same point in space. The
principle of continuity would predict that this situation will
be interpreted in the former way because the lines continue in
their established direction.
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Although edge crossing can be fully avoided in the 3D space
used for Code-Cities, there may still be perspectives in which
this situation could occur. Only if the beholder moved around,
she or he would be able to disambiguate the scenery. The risk
of misunderstandings of this kind is somewhat mitigated in
SEE by the hierarchical bundling, which leads edges through
different layers of height. Moreover, SEE colors the edges
based on a color gradient from their source to their target.
Colors have a base color that represents the type of the edge,
but they are actually rendered from a lighter version of this
base color to a darker version in the direction of the edge.
When two edges meet, the additional color information may
help to interpret the situation correctly. This may work even
if the edges have the same type because depending on the
proportion where they meet, they may have a different range
of the color gradient at the area where they cross. Yet, if two
edges of they same type meet both half ways, the situation
is still ambiguous. However, because we use splines, which
do not have sudden changes of their direction, the principle
of continuity generally yields the accurate interpretation. If in
doubt, the user can select an edge to highlight it so that it can
be clearly distinguished from other edges.

IV. CONCLUSIONS

In this paper, we have described our software visualization
platform SEE and how it can be used to support remote
collaborative clone analysis in distributed teams. We explained
our most important design decisions for the visualization with
Code-Cities based on the laws of Gestalt. Our discussion
emphasizes the relevance of these universal principles for
this approach of software visualization. We elaborated how
those principles are already leveraged by Code-Cities both
in SEE and in general and what other opportunities exist on
how Code-Cities could be even better perceived by human
beholders. Ultimately, all design decision are trade-offs be-
tween multiple partly conflicting requirements. In our case,
most of them are due to our attempt to use Code-Cities
consistently for multiple use cases. That is why we cannot
follow all principles of Gestalt, yet we discussed how clone
data can nevertheless be visualized effectively by falling back
on alternatives principles of Gestalt. As a next step, we plan
to evaluate our design decisions empirically.
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algorithm for evolving tree data,” in International Joint Conference
on Computer Vision, Imaging and Computer Graphics Theory and
Applications, 2018, pp. 273–280.

[15] L. Merino, M. Hess, A. Bergel, O. Nierstrasz, and D. Weiskopf, “Perfvis:
Pervasive visualization in immersive augmented reality for performance
awareness,” in ACM/SPEC International Conference on Performance
Engineering, 2019, pp. 13–16.

[16] D. Limberger, W. Scheibel, J. Döllner, and M. Trapp, “Advanced
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