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   Some relevant grid parameters

• Number of cells along each dimension, 

(N1, N2, N3) 

• Grid length, L 

• Grid spacing on the coarsest level, 

x = L/N_max  

• max_level (fixed refinment = 2:1) 

• max_box_size, min_box_size 

- GRChombo shares boxes across CPUs 

- N should be be a multiple of 

• #boxes_coarsest = (N/max_box_size)^3

Δ

Binary BH example
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   OpenMP (Open multi-processing)

• Designed for shared memory 

• Single system with multiple cores 

(threads) sharing memory 

• Process:  an executing instance of 

program 

• Thread: a subset of a process, 

shares resources with other threads 

and the parent process 

• OpenMP mostly in  

Source/BoxUtils/BoxLoops.impl.hpp

Threads
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   MPI (Message Passing Interface)

• Designed for distributed 

memory 

• Multiple systems 

• Send/receive messages 

• Slower communication than 

with OpenMP 

• In GRChombo - better 

parallelisation than OpenMP 

• In general - better to 

allocate more processes 

than threads
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   Example job script

• GRChombo executables can be run in parallel: 

mpirun -np 4 ./Main_BinaryBH3d.Linux.64.mpiicpc.ifort.OPTHIGH.MPI.OPENMPCC.ex params.txt 

• But on cluster - job script:

#nodes - here 10
ntasks-per-node = # MPI ranks per node
cpus-per-rank = # OpenMP threads per MPI rank

#ranks/node * #nodes = #ranks (here 100)

Note: Should always have:
#ranks/node * #threads/rank = #cpus/node (here 40)

! Remember to set  OMP_NUM_THREADS



• All processes should have ~ same 

computational load 

• On the coarsest grid: 

#boxes = (N/max_box_size)^3 

• 1 - a few boxes per process 

• On the finer levels #boxes - not easy 

to predict ahead of time  

• Calculation much more complicated - 

but will be more 

• Some trial and error: run a few steps 

-> check how well the sims are 

balanced.. adjust nodes/threads/
rank as needed

   Load balancing

 Miren Radia: “This is not an exact science”

You were to 
bring balance 
to the force!

There are 
exactly two 
Sith and two 
Jedi left…



   Load balancing

Rank 0

Rank 199

1 box on rank 0 and level 0

Total # boxes on this level

• Check pout.0: 

- too many boxes? 

• pout.last: 

- too many empty?  

• Aim for all ranks to have similar 

boxes to compute 

• Finer levels more important to be 

well balanced 



Some possible problems: 

• Too many/too few boxes.. 

 

• Very low  M/hr  even if boxes are okay? 

   Load balancing

What can you do? 

• Change #nodes 

• Chance #ranks/node, #threads/rank 

(make sure they still multiply to 

#cpus/node for the system) 

• Usually can start with 1 cpu per 

process (better MPI parallelisation) 

• May not have enough memory on 1 cpu -> 

try increasing #threads 

• Keeping #nodes ~ #boxes * (cpus per 

process)/(cores per node)



   Main points

• Make sure N_max is a multiple (at least double) of 

box_size 

• Count #boxes on coarsest level -> ~ as many ranks is 

good place to start 

• Start with 1-2 OpenMP threads 

• Check pout.0 and pout.last files: 

   - Too many/too few boxes? -> more/less #nodes or 

#ranks per node 

   - What is M/hr after a few steps  -> more threads per 

rank 

• Any other tips?


